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Data protection regulators are 
facing a big data problem. 
Amid rapid innovation and 

steadily increasing rules across the reg-
ulated entity landscape, the fast-grow-
ing number of firms, disclosures and 
complaints they must manage is strain-
ing limited resources. SupTech, short 
for supervisory technology, is the 
application of emerging technologies to 
improve how a regulating or supervis-
ing agency in any sector – financial, 
export control, or data protection – 
conducts its regulatory duties. (Of 
course, the opposite side of SupTech is 
RegTech, which is focused on the use 
of tech to support an organization’s 
compliance efforts.) There are varying 
but similar definitions of SupTech. 
According to a World Bank Group 
report, SupTech “refers to the use of 
technology to facilitate and enhance 
supervisory processes from the per-
spective of supervisory authorities.” 
The Bank for International Settlements 
(BIS) defines SupTech as “the use of 
technology for regulatory, supervisory 
and oversight purposes.” 

HOW TO ENHANCE EFFICIENCY 
WITH SUPTECH 
SupTech is focused on maximizing effi-
ciency by applying automation, opti-
mizing operational and administrative 
operations, and digitizing the working 
tools and data. SupTech can be at its 
most robust when incorporating vari-
ants of artificial intelligence (AI) and 
machine learning (ML). At its most 
transformative, SupTech can unlock 
the potential of mountains of data, 
robust communication workflows and 
deep regulatory knowledge. It can even 
serve as a springboard to more compre-
hensive risk oversight and better, more 
effective application of regulations. 
SupTech is not limited, however, to the 
general enhancement of the overall 
capacity and efficiency of supervisory 
oversight. Its applications may poten-
tially assist in more efficient detection 

of misconduct. Further, SupTech may 
be able to better determine compliance 
with and enforce regulatory require-
ments that are principle-based or com-
prise judgment-based rules, such as 
assessing a data controller’s policies and 
procedures against the EU GDPR and 
guidance. These solutions can further 
reduce costs related to regulatory 
reporting, data collection, and risk 
management.  

 What is the leadership of a DPA to 
do with all of this? It is impossible to 
simply put aside the challenges of 
resources, but the status quo is unten-
able. Likewise, building a proprietary 
system that reflects the DPA’s identi-
fied needs is nearly impossible – tech-
nology budgets simply aren’t large 
enough. That means the most logical 
way forward is usually to work with a 
third-party SupTech provider with the 
necessary skills and experience. This 
presents unique opportunities and 
challenges for regulators, especially in 
the AI/ML space. Regulators will eval-
uate potential SupTech providers based 
on several important technological fac-
tors, including flexible, scalable tech-
nology; collaboration and communica-
tion; expert content; and their ability to 
manage people and change. 

First, the ideal SupTech is flexible 
and scalable. Solutions should be able 
to integrate and communicate with just 
about any other system or content in 
the supervisory workflow. The benefit 
of using AI/ML is to collect and ana-
lyze huge troves of data. One of the 
benefits of cloud infrastructure is 
enhancing computational performance 
so that DPA staff spend less time wor-
rying about server capabilities and 
more time on core supervisory func-
tions. However, some supervisory 
institutions, such as central banks, 
have reportedly been slow to adopt 
completely cloud-based infrastruc-
tures. One solution is a hybrid model 
where the cloud infrastructure works 
together with on-premises technology. 

The ability of a SupTech provider to be 
flexible and scalable with the needs of a 
DPA is key to fostering adoption.  

To further encourage acceptance, 
SupTech should be able to collaborate 
and communicate with all varieties of 
systems or content in the supervisory 
workflow. SupTech must facilitate 
smooth communication and collabora-
tion between the regulator and the reg-
ulated entity as well as individuals who 
make requests and/or complaints at 
every step of the process. For example, 
ChatGPT and advanced large learning 
models (LLMs) empower chatbots to 
interact with data controllers and indi-
vidual data subjects more efficiently. 
Similarly, natural language processing 
technologies (another AI/ML flavour) 
can more efficiently absorb and audit 
documentation produced by an organi-
zation under review. These impressive 
tools and technologies are less helpful if 
the SupTech cannot talk directly and 
efficiently to the systems it seeks to 
supervise.  

EU SUPPORTS SUPTECH 
INITIATIVES 
In 2020, the Commission stated that by 
2024, the EU aims to put in place the 
infrastructure allowing the widespread 
use of SupTech tools. While focused on 
regulation of digital finance, the Com-
mission, together with the European 
Supervisory Authorities are attempting 
to create an infrastructure of supervi-
sory data to help ensure that: 
“1. supervisory reporting requirements 

(including definitions, formats, and 
processes) are unambiguous, 
aligned, harmonised and suitable 
for automated reporting, 

2.   full use is made of available interna-
tional standards and identifiers 
including the Legal Entity Identi-
fier, and  

3. supervisory data is reported in 
machine-readable electronic for-
mats and is easy to combine and 
process. This will facilitate the use 

Use of AI/Machine Learning to boost 
regulatory workflow and efficiency 
Peter McLaughlin and Ashfin Islam, Armstrong Teasdale LLP explain the opportunities with 
Artificial Intelligence and Machine Learning for Supervisory Technology, SupTech. 
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of RegTech tools for reporting and 
SupTech tools for data analysis by 
authorities.”  
In October 2022, the European 

Commission sought to further clarify 
procedural aspects regarding the 
enforcement of the GDPR in the Com-
mission’s 2023 Work Programme. This 
follows the European Data Protection 
Board’s statement and subsequent 
letter on enforcement cooperation enu-
merating a list of procedural aspects to 
harmonize GDPR enforcement at the 
EU level. The attempt to harmonize 
and empower individual supervisory 
authorities comes at a great time in the 
evolution of SupTech. Specifically, the 
European Commission found that cer-
tain entities with operations in multiple 
jurisdictions were poorly suited to 
implement the same reporting solution 
for all their locations due to cross-
border supervisory expectations and 
technological capacity.  

Collaboration among DPAs, regu-
lated entities, and technology service 
providers within and across jurisdic-
tions is a key consideration for develop-
ing beneficial SupTech solutions. Ide-
ally, this infrastructure will promote the 
sharing of data between supervisory 
authorities. By thoughtfully and pre-
cisely working with SupTech providers 
and regulated entities, DPAs can create 
templates and other procedural tools 
within SupTech solutions to foster pro-
cedural cooperation, and ultimately 
adoption. 

DPAS COULD BENEFIT FROM 
USING PREBUILT TEMPLATES 
Any DPA-specific SupTech system 
should offer prebuilt templates. This 
will mean configurable forms for the 
EU General Data Protection Regulation 
(GDPR) and relevant national and state 
laws out-of-the-box. Further, an effec-
tive system will also have a strong ability 
to implement specific content and rules 
supplied by each adopting regulator. 
For example, the Irish , the Japanese, 
and the Australian DPAs individually 
have their own supervisory processes 
and experiences, not to mention pain 
points. The incorporation, or rather, 
the translation of regulatory content 
into machine-readable regulations 
may enable a computer system to 
process those rules against DPAs’ 
policies and procedures.  

The effectiveness of SupTech solu-
tions is currently limited by both poor 
data quality and ineffective use of 
supervisory tools. Compounding this 
concern is IBM’s reporting that poor 
data quality represents a $3.1 trillion 
dollar loss in the US economy alone. 
SupTech solutions that place an 
emphasis on global and local expertise 
are able to more readily adapt their 
technologies to the required regula-
tory landscape. As discussed below, 
there is significant risk of incorporat-
ing human bias in algorithmic decision 
making, which is highlighted by the 
black box nature of many SupTech 
solutions. The risks1 are intensified 
when DPAs lack the necessary exper-
tise or skills to deal with these obsta-
cles. More emphasis placed on expert 
content will lead to better data quality 
and allow AI/ML capabilities to more 
accurately analyze data with respect to 
the regulatory scheme. 

Despite SupTech’s rapid evolution, 
the human element of a DPA’s activi-
ties remains an important fulcrum. 
The complexity of rules and their 
interpretation is a part of this, but also 
the difficulty of managing change 
within any organization (even a gov-
ernment body) cannot be underem-
phasized. All of this cutting-edge 
technology must benefit the individual 
regulators and be managed as an assist-
ing tool rather than a looming threat. 
And, any change to tools and systems 
requires some level of change in how 
people do their jobs. Therefore, the 
best SupTech will be developed with 
people in mind. While SupTech can 
assist with the supervisory functions, 
it is still people who are ultimately 
responsible for interpreting the 
AI/ML analysis into actionable 
enforcement. Ideally SupTech will keep 
in mind the human element, under-
standing that SupTech by itself is not 
the final end point of data protection 
supervision.  

THE OBSTACLES INVOLVED WITH 
USING SUPTECH 
While there are seemingly endless 
benefits of SupTech, all integrated 
AI/ML systems face similar and 
daunting issues. First, the increasing 
variety of interconnected systems that 
make SupTech so enticing presents 
myriad issues. For example, DPAs 

must be wary of the way distributed 
ledgers often employed by SupTech 
solutions can compromise compliance 
with data protection regulations, 
which would be ironic. While the dis-
tributed ledger technology offers 
transparency and immutability, there 
are many global data privacy regula-
tions that require anonymization and 
deletion of personal data that would 
be hamstrung by these solutions. 
Additionally, as systems and plat-
forms become more connected, the 
scope of potential cyberattacks grows. 
There are more entry points for 
cyberattacks and more voluminous 
data for potential bad actors to target.  

This additionally leads to opera-
tional risk. Discrepancies in regulated 
organizations’ network infrastructure, 
whether it be non-conforming policies 
and procedures or data breaches, can 
have negative cascading effects on a 
supervisor’s activities. A breach in one 
of these interconnected systems can 
cripple entire regulatory ecosystems.  

Next, a looming issue in the 
AI/ML revolution is that program-
ming and algorithms are still devel-
oped by humans with inherent bias 
and ignorance. The conclusions 
reached by algorithm-driven SupTech 
are invariably colored by this risk. 
Massive amounts of data are pro-
cessed, and the technology spits out a 
result. It is difficult for most people to 
understand the algorithm’s logic or 
decision-making process.  

This black-box issue creates further 
legal issues. Any regulated organiza-
tion should be able to request a full, 
comprehensible accounting of the deci-
sion-making process. If the SupTech’s 
engine is proprietary, it might become 
very difficult to audit these automated 
decisions. As a result, human interven-
tion must be at the forefront for DPAs 
utilizing SupTech. People, not an algo-
rithm, must be able to identify any 
idiosyncrasies and validate that the 
algorithm’s results were equitable and 
accurate. Skilled human oversight is an 
absolute must. While the SupTech 
solutions can provide suggestions and 
recommendations, the final decisions 
on enforcement actions are ultimately a 
human judgement and responsibility.  

Next, SupTech must take into 
account the number of legacy processes 
used by DPAs and data controllers 
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such that these processes can be linked 
to the SupTech solutions and ensure 
that there is no data loss. Otherwise, 
the SupTech’s decision-making process 
is compromised by an incomplete or an 
inaccurate data set.  

Finally, DPAs are restricted by 
financial and human resources. Budget 
restraints and governmental procure-
ment rules may hinder the develop-
ment and use of SupTech. The cost of 
the software, user licenses, any hard-
ware upgrades, and the people-hours 
needed to implement and scale a revo-
lutionary system are significant barriers 

for already constrained DPAs. One 
example is that supervisory authorities 
may be prohibited from processing 
supervisory functions in the cloud, 
requiring local server solutions that 
may be more expensive and time-con-
suming. DPAs must navigate these 
budget restrictions to efficiently design 
their use of SupTech.  

Opportunities abound for both 
DPAs and the prospective technology 
suppliers, but the path to these greater 
efficiencies has its distinct resource 
demands.

1    See www.oecd-
ilibrary.org/sites/d478df4c-
en/index.html?itemId=/content/comp
onent/d478df4c-en#section-
d1e12945
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Grenada adopts a data privacy law
The Data Protection Act, No 1 of 2023  
(GDPA), adopted in May 2023, applies 
to the private sector but also includes 
legal persons. The GDPA  therefore, 
strictly speaking, is an Act that protects 
data, not just personal data, Bartlett 
Morgan of law firm Bartlett Morgan 
writes. “This move is not without 
precedent. Argentina’s privacy law 
takes a similar approach.” 

According to Morgan, the law does 
not include a mechanism for interna-
tional transfers. Instead of a single  
Commissioner, the GDPA establishes a 
three-person Commission. The Com-
missioners will be appointed for three-
year terms that are renewable. 
 
• See www.bartlettmorgan.com/2023/ 
06/24/grenada-passes-data-privacy-law/ 

• Bartlett Morgan will speak in a 
panel session about Caribbean privacy 
laws at the Global Privacy Assembly 
on 15 October in Bermuda.  
The panel session is organised and 
moderated by Privacy Laws & 
Business Reports Publisher Stewart 
Dresner and Editor Laura Linkomies. 
See www.privacylaws.com/gpa23 and 
p.29.

France’s Data Protection Authority, 
the CNIL, issued a fine of €40 million 
on 15 June for five separate GDPR 
infringements. The CNIL says that 
the company’s partners left tracker 
cookies on users’ devices without 
their consent, and that the company’s 
privacy policy was not complete since 
it did not include all the intended 

purposes of the processing. In addi-
tion, there was a failure to comply 
with the right to withdraw consent 
and erase data.  

Criteo, which specialises in online 
advertising, has said it will appeal the 
decision. The case dates back to 2018 
when Privacy International filed a 
formal complaint with the CNIL. 

Since then, None of Your Business 
(noyb), has also joined the  complaint.  

 
• See www.cnil.fr/en/personalised-
advertis ing-criteo-f ined-eur-40-
million#:~:text=On%2015%20June%2
02023%2C%20the,data%20had%20gi
ven%20their%20consent

CNIL fines Criteo €40 million

Sweden’s Data Protection Authority, 
IMY, has fined Sweden-based Spotify 
€5 million (58 million Swedish kronor) 
for not having provided sufficiently 
clear information to individuals. IMY 
also says that in some cases, Spotify 
needs to explain technical details to 
individuals in their own language and 
not just in English. These issues were 
revealed during an audit of Spotify. 

The deficiencies that have been dis-
covered are considered overall to be of a 
low level of seriousness. In light of that 
and, among other factors, the number 
of registered users and Spotify’s 
turnover, IMY issued an administrative 
fine of almost EUR 5 million (SEK 58 
million) against Spotify, IMY says. 

The complaint was originally filed 
in Austria in 2019 by nyob under the 

GDPR’s One-Stop-Shop mechanism.  
The Swedish authority says that 

Spotify has taken several measures with 
the aim of meeting the requirements for 
individuals’ right to access. 
• See in Swedish and English www. 
imy.se/nyheter/sanktionsavgift-mot-
spotify/ NOYB's litigation encouraged 
IMY to take action. noyb.eu/en/spotify-
fined-eu-5-million-gdpr-violation

Spotify to appeal its fine in Sweden
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Texas enacts comprehensive 
privacy law
Jorge Ortiz, Nicholas Shepherd, and Lindsey Tonsager of 
Covington & Burling analyse the law which enters into force in 
July 2024.

How consistently is the EU 
GDPR being enforced?

On 18 June 2023, the Gover-
nor of Texas signed into 
law the Texas Data Privacy 

and Security Act (TDPSA), making it 
the 12th state overall in the United 
States, and seventh in 2023 alone, to 
enact a comprehensive privacy law.1 

With approximately 30 million 
inhabitants, Texas is the second-most 
populous state (behind only Califor-
nia) to pass a privacy law of this 
scope and magnitude. The TDPSA 

The European Union’s data rules have built-in consistency 
mechanisms. After five years of operation, how well are they 
working and what does the future hold? Tom Cooper reports.

Continued on p.4
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The uniform application of the 
EU’s General Data Protection 
Regulation (GDPR) across the 

bloc’s 27 Member States, each with a 
different history, legal system and atti-
tude to data protection, was always 
going to be a challenge. Nevertheless, 

that is the European Data Protection 
Board’s (EDPB’s) remit under EU law.  

In May, the board elected Fin-
land’s Data Protection Commis-
sioner, Anu Talus, as its new chair1. 

Continued on p.3
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Future prospects for the  
EU-US privacy framework  
Organisations have been pleased to see the adoption of the new EU-US 

Privacy Framework in July (p.7). It is almost certain that a legal challenge 

will arise – nevertheless companies now have some breathing space 

provided that companies sign up to the pact enthusiastically and 

implement their commitments in the US.  

 

The next step is the EU Commission’s long-awaited review of the existing 

adequacy decisions. Argentina, which is one of the beneficiaries, is now 

modernising its law to meet the higher GDPR-level of adequacy (p.17). 

The bill is based on the EU GDPR and the Council of Europe 

Convention 108+. 

 

On the back of the EU-US decision, we can expect a UK decision soon, as 

well as Switzerland taking similar measures. But what about adequacy at 

US state level?  The trend of adopting state level consumer privacy laws 

continues with Texas (p.1) and Oregon (p.6). There have already been 

speculations about California being a likely candidate for adequacy as it 

has a  stronger law than the other states. Also possible are sectoral 

arrangements which would benefit the areas currently not covered by the 

Privacy Framework, such as financial services.  

 

The Cambridge Analytica saga continues, as witnessed by our expert 

panel at PL&B’s summer conference (p.14). In Australia, the Privacy 

Commissioner and Meta have now been ordered by the federal court to 

engage in mediation. This is to end the costly legal proceedings over the 

scandal which started five years ago. 

 

Some worrying developments can been seen in the adoption of generative 

AI (p.28). The EU is not just paying attention but is at the forefront with 

its AI Act, and evaluating the impact of AI in the metaverse from many 

viewpoints (p.6). On the positive side, SupTech which includes AI 

elements can help DPAs with their workload (p.18).  
 

Laura Linkomies, Editor 
PRIVACY LAWS & BUSINESS
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